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Adaptive Tracking and Perching for Quadrotor
in Dynamic Scenarios
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Abstract—Perching on the moving platforms is a promising solu-
tion to enhance the endurance and operational range of quadrotors,
which could benefit the efficiency of a variety of air ground coop-
erative tasks. To ensure robust perching, tracking with a steady
relative state and reliable perception is a prerequisite. This paper
presents an adaptive dynamic tracking and perching scheme for
autonomous quadrotors to achieve tight integration with moving
platforms. For reliable perception of dynamic targets, we introduce
elastic visibility aware planning to actively avoid occlusion and
target loss. Additionally, we propose a flexible terminal adjustment
method that adapts the changes in flight duration and the couple
d terminal states, ensuring full state synchronization with the time
varying perching surface at various angles. A relaxation strategy
is developed by optimizing the tangential relative speed to address
the dynamics and safety violations brought by hard bo undary
conditions. Moreover, we take SE(3) motion planning into account
to ensure no collision until the contact moment. Furthermore,
we propose an efficient spatiotemporal trajectory optimization
framework considerin g full state dynamics The proposed method
is extensively tested through benchmark comparisons and abla-
tion studies. To facilitate the application of academic research
to industry and to validate the efficiency under strictly limited
computational resources, we deploy our system on a commercial
drone (DJI MAVIC3) with a full size sport utility vehicle (SUV).
We conduct extensive real world experiments, where the drone
successfully tracks and perches at 30 km/h (8.3 m/ s) on the top
of the SUV, and at 3.5∼m/s with 60° inclined into the trunk of the
SUV.
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I. INTRODUCTION

UNCREWED aerial vehicles (UAVs) that operate in con-
junction with mobile platforms have recently emerged

in a variety of applications, such as truck-drone delivery sys-
tems [1], [2], [3], car-drone inspection systems [4], [5], [6],
and air-ground search and rescue systems [7], [8], [9]. In these
applications, due to the short flight duration of UAVs, they
need to frequently perch on the mobile platform for resting
or recharging, which necessitates the platform to come to a
complete stop or interrupt its ongoing operations. For higher
automation and task efficiency, it is necessary to let the UAV
smoothly attach to moving platforms without interruption. This
demands the UAV to track the moving and various angled
platforms with steady relative state and reliable perception,
and perch on it at the proper moment. For an ideal planner
promising successful tracking and perching applied in dynamic
real-world scenarios, adaptability must be explicitly consid-
ered and modeled to cope with several practical challenges
analyzed as follows.

The first challenge is how to maintain stable observations
during agile flight. For a quadrotor chasing a high-speed ground
vehicle, the noncooperative movements of these two agents
result in fluctuating relative motions. Such relative motion eas-
ily makes the target out of the limited field of view (FoV)
of the drone’s sensory device, causing target loss. Moreover,
irregular obstacle distributions or dynamic objects often block
direct observations from the quadrotor to its target, producing
occlusion. To avoid the above situations, the trajectory of the
drone should be adjusted adaptively according to the target
movement and the surrounding environments, summarized as
visibility requirement.

The second challenge is how to smoothly and quickly attach to
the dynamic platform. A desired perching requires the quadrotor
to synchronize its position, velocity, and attitude adaptively
with the perching surface at a proper contact moment. Since
a quadrotor’s attitude and motion are coupled, a time-varying
terminal state introduces cross-dependent temporal and spatial
conditions for the quadrotor’s trajectory. To cope with such
conditions, the quadrotor should flexibly adjust its flight duration
and the coupled terminal states during trajectory generation.
Furthermore, strict terminal constraints may contain conflicts
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with the quadrotor’s safety and dynamics, resulting in no feasible
solution. Therefore, a relaxation approach is hoped for reason-
ably adjusting the final perching state. The above requirements
are summarized as flexibility.

The third challenge is how to react to sudden changes in
complicated situations. In a dynamic scenario without global
information, obstacles that appear suddenly, target states that
change quickly, and external disturbances that act severely
would make the latest generated trajectory deprecated. To let the
quadrotor react adaptively in time, high-frequency replanning
based on the onboard perception is necessary. However, for a
quadrotor with limited onboard resources, it is difficult to satisfy
the planning efficiency, the modeling fidelity, and the solving
completeness at the same time. Therefore, the responsiveness is
another critical requirement for planning.

Apart from the above requirements, safety and dynamic fea-
sibility are also fundamental considerations for conducting an
ideal aerial tracking and perching. The generated trajectory
should avoid any possible collisions with obstacles, and can only
contact the target untill the final moment. Moreover, perching
maneuvers with large attitudes often push the actuators toward
their physical limits, making dynamic feasibility essential. How-
ever, constraints on high-order dynamic states usually demand
high computation.

Based on the above observations and analysis, and built
upon our previous conference papers [10], [11], we propose
a complete aerial system with an adaptive tracking-perching
scheme for dynamic targets. In our proposed system, to actively
enhance visibility, we design a series of differentiable metrics
considering the occlusion of obstacles, relative distance, and
angle, with the limited 3-D FoV of quadrotors. Based on the
surrounding environment, the tracking distance can be elasti-
cally adjusted. Moreover, to maintain high-quality observation,
the quadrotor’s position and attitude are jointly adjusted to
lock the target centrally in the image space while perching.
Second, to provide flexibility in determining the flight duration
and the coupled terminal states, we propose a flexible terminal
adjustment approach to ensure full-state synchronization with
the time-varying perching surface. This approach eliminates the
terminal constraints along with reducing optimization variables.
Additionally, a relaxation strategy is developed by optimizing
the tangential relative speed, addressing the conflict between
terminal restrictions, safety, and dynamic feasibility. Third, to
ensure safety around the contact moment precisely, we geometri-
cally model the quadrotor and platform to prevent collision, and
further construct a concise geometric constraint. Furthermore,
dynamic feasibility is guaranteed by constrained on high-order
states, including angular velocity and thrust, with an efficient
flatness mapping. To collectively involve the above aspects in
trajectory generation, we propose an efficient spatiotemporal tra-
jectory optimization framework. Concise metrics and compact
trajectory representation benefit the solving efficiency, ensuring
responsiveness. Finally, to facilitate the application of academic
research to industry and to validate our system in the real world,
we deploy our adaptive tracking and perching scheme on a
commercial drone (DJI-MAVIC 3) with a sport-utility vehicle
(SUV) as the moving platform. Efficient trajectory optimization

Fig. 1. Simulations and real-world experiments of our adaptive tracking and
perching system. Please watch our attached videos for more information at:
youtu.be/5XKm7qkp2Xs, youtu.be/fBwW93Zq9ss.

enables high-frequency replanning even in embedded processors
with severely limited resources. We present experiments in a
variety of dynamic scenarios partly shown in Fig. 1, including
successful tracking and perching on the SUV with a speed up
to 30 km/h (8.3 m/s). Contributions of this article are listed as
follows.

1) A series of differentiable planning metrics that enable
visibility awareness against occlusion and target loss in
aggressive flight efficiently.

2) A concise approach that flexibly adjusts the terminal
perching states with safety and feasibility guaranteed by
terminal constraint relaxation.

3) An efficient trajectory optimization framework consider-
ing full state dynamics and complex collision constraints
for tracking and perching.

4) A variety of simulations and real-world tests that validate
the proposed methods with a commercialized quadrotor.

This article consolidates the preliminary conference papers
presented in [10] and [11] with significant functionality exten-
sion, performance improvements, as well as application pro-
motion. Compared to our previous work [10], which relies on
external facilities for perception, we build a fully autonomous
tracking and perching system with solely onboard sensors. To
better exploit the limited sensing capability of onboard vision,
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we propose a visibility-aware planner to deform the trajectory for
improving the target’s observation quality. Besides, our previous
tracking method [11] employed a decoupled way to generate
a trajectory, where the temporal profile is optimized after its
spatial shape. In this article, we jointly optimize the trajectory
in space and time and result in much higher optimality. Finally,
by deploying our method in a commercial quadrotor and testing
it with a full-sized vehicle, we demonstrate that our system can
be successfully deployed outside the laboratory. We consider this
as an important step forward from our previous works, which
are only validated in human-controlled environments.

II. RELATED WORKS

A. Aerial Tracking System

Several previous vision-based tracking works [12], [13] for-
mulate the trajectory planning and control integrally as a re-
active control problem, and take the tracking error defined on
image space as the feedback. These reactive methods can achieve
real-time performance but are too shortsighted to consider safety
and occlusion constraints. To overcome these drawbacks, model
predictive control (MPC) planners [14], [15] and differential-
flatness-based planners [16], [17], [18], [19], [20], [21] with
receding horizon formulations emerge. Nageli et al.[14] design
a modular visibility cost function based on the reprojection
error of targets, and integrate it into an MPC planner. How-
ever, this method has a strong assumption that the obstacles
are elliptical and thus cannot avoid arbitrarily shaped obstacles
well. Penin et al. [15] formulate a nonlinear MPC optimization
problem with a visibility term in image space. Lacking environ-
mental perception, this approach requires complete knowledge
of the environment. Optimizing trajectories in flat-output space,
Bonatti et al. [17] tradeoff shot smoothness, safety, occlusion,
and cinematography guidelines. Nevertheless, they avoid oc-
clusions by making the connection line between the target and
robot obstacle-free, neglecting the conical FoV shape of sensors.
Han et al. [18] propose a safe tracking trajectory planner con-
sisting of a kinodynamic searching front-end and a spatiotem-
poral optimal trajectory planning back-end. Without visibility
considerations, it is prone to fail due to the target being out of
the FoV or too close in relative distance. The authors of [19]
and [20] propose a graph-search-based preplanning procedure
to cover safety and visibility, but carry out path smoothing
afterward. Such inconsistency makes the trajectories may not
meet all the constraints. Ji et al. [21] use a series of 2-D fans
to represent the visible region for tracking planning. But the
fans are only generated at the specified height, making this
method pseudo-3-D. These recent works address that visibility is
significant in determining tracking success rate and robustness.
In contrast with the above works, our proposed differentiable
metrics comprehensively consider the factors that affect visi-
bility, including the 3-D shape of the conical FoV, the relative
observation distance and angle, and obstacle occlusion.

B. Dynamic Landing and Perching

For clarity, we refer to the methods that can merely adjust
the end position and velocity as “landing,” and methods that

can additionally adjust the end attitude as “perching.” Dynamic
landing on a moving platform has been widely studied in UAV
research. Previous studies typically adopt control-level methods,
which directly construct a state deviation term based on target
observation. Controllers designed with the proportional-
integral-derivative method or Lyapunov-function-based
methods are widely adopted [22], [23], [24]. Besides, the
image-based visual servoing (IBVS) method [25], [26], [27] is
another group of control-level methods that define the visual
error in image space with less computational complexity.
However, the above methods are often shortsighted and
face difficulties in introducing state constraints related to
interacting objects. To compensate for these drawbacks,
most of the recent works address dynamic landing issues
with MPC [28], [29], [30] or differential-flatness-based
trajectory planning approaches [31], [32], both with a receding
planning horizon. However, all these above studies only aim
to reach the landing position, lacking the ability to adjust
desired attitudes at the contact moment. Furthermore, the
coordinated landing of quadrotors with moving platforms
is also widely studied [33], [34], where the joint planning
and control are designed to accomplish rendezvous and
landing. These methods require control of the platform,
introducing a higher system complexity, and have limited
application scenarios.

Many previous perching works [35], [36], [37], [38], [39],
[40], [41] study the problem of perching on stationary inclined
surfaces. Most of these works [35], [36], [37], [38] rely on
particular mechanisms, such as suction or adhesive grippers,
to bypass the terminal attitude requirement. Thomas et al. [39]
propose a planning and control strategy fully considering actu-
ator constraints and formulates a quadratic programming (QP)
problem using a series of linear approximations. However, this
approach cannot adjust the perching duration, and the lineariza-
tion is oversimplified. Based on this approach, Mao et al. [40]
propose a global-bound-checking method to check the dynamic
feasibility efficiently, then increase the trajectory duration and
recursively solve a QP problem until actuator constraints are
satisfied. However, the method ignores that the spatial profile of
trajectories also affects dynamic feasibility, which can result in
this constraint being unsatisfied. Moreover, Paneque et al. [41]
formulate a discrete-time multiple-shooting nonlinear program-
ming (NLP) problem for perching on powerlines, with a task-
specific perception-aware term. Nevertheless, this method ad-
justs terminal states by computationally expensive multiple
shooting, resulting in an excessive computation time for orders
of magnitude longer than ours.

For dynamic perching, Vlantis et al. [42] study the problem of
landing a quadrotor on an inclined moving platform. By solving a
discrete time nonlinear MPC, the drone approaches the platform,
while maintaining it within the camera’s FoV, and finally perches
on it. However, such a computationally demanding problem is
computed on a ground station. Moreover, the quite small inclined
angle (27◦) and quite slow speed (0.5m/s) are inadequate for
validation. Hu and Mishra [43] achieve the differentially flat
spatiotemporal optimization considering the actuator constraints
and collision constraints. But it is only for 3-DOF quadrotors
in the 2-D coordinate system. Liu et al. [44] design a suction
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Fig. 2. Overview of our complete aerial system with dynamic tracking and perching scheme. The trajectory generation module takes all the requirements
mentioned in Section I into account and provides spatiotemporal optimal feasible trajectory for stable tracking and dynamic perching.

cup gripper for quadrotors to perch on a moving target, but this
work focus more on the novel mechanical design and simply
use minimum-jerk-based trajectory generation without safety,
actuator limit, and visibility considerations.

III. SYSTEM OVERVIEW AND PRELIMINARIES

A. System Architecture

The overall architecture of our aerial system with the adap-
tive tracking and perching scheme is illustrated in Fig. 2. The
target position is obtained by the fusion of coarser differential-
GPS-based relative localization (meter-level error) and finer
visual detection (centimeter-level error). After obtaining the
target position, we conduct an extended Kalman filter (EKF)
based estimation and predict the target trajectory in the future
(Section III-C). To meet the five aspects of requirements stated
in Section I, we design comprehensive constraints of visibil-
ity, safety, and dynamic feasibility, respectively, for tracking
(Section IV) and perching (Section V). Collectively considering
these constraints, we simultaneously optimize the spatial and
temporal profile of the trajectory with high efficiency (Sec-
tion VI). When trajectory duration changes in temporal defor-
mation, a flexible terminal adjustment approach is adopted to
adaptively synchronize the full states of the quadrotor with the
time-varying states of the perching surface (Section V-D).

B. Dynamic Model and Differential Flatness

In this article, we use the simplified dynamics proposed
by [45] for a quadrotor, whose configuration is defined by its

translation p = (px, py, pz)
T ∈ R3 and rotation R ∈ SO(3).

Translational motion depends on the gravitational acceleration
ḡ as well as the thrust f̃ . Rotational motion takes the body rate
ω ∈ R3 as input. The simplified model is written as⎧⎨

⎩
τ = f̃Re3/m
p̈ = τ − ḡe3
Ṙ = Rω̂

(1)

where τ denotes the mass-normalized net thrust, ei is the ith col-
umn of I3, such as e3 = [0, 0, 1]T , and ·̂ is the skew-symmetric
matrix form of the vector cross product.

Exploiting the differential flatness property of the quadrotor,
the state and input variables of quadrotors can be parameterized
by finite derivatives of flat outputs [45]. The flat output of
quadrotors is

z = (px, py, pz, ψ)
T ∈ R3 × SO(2) (2)

where ψ ∈ SO(2) is the Euler-yaw angle. We further define the
flat outputs and their derivatives z[s−1] ∈ Rms as

z[s−1] := (zT , żT , . . ., z(s−1)
T
)T . (3)

This makes it possible for us to optimize a trajectory z(t) :
[0, T ] �→ Rm in the low-dimension flat-output space.

C. Target Prediction Model

Given measurements on the target position (�x, �y, �z), we
aim to estimate the full state of the target vehicle. Estimating
high-order states will amplify the observation error from the
position measurement noise. Therefore, we adopt the constant
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Fig. 3. Illustration of the geometry model. The quadrotor is modeled as a
disc C, and the perching surface is modeled as a half-space P .

turn rate and velocity (CTRV) model [46] for state estimation,
and the states of the target vehicle are written as

χ(t) = (�x, �y, �z, θ, vh, vv, ω�)
T (4)

where θ is the heading angle of the vehicle, ω� is the angular
velocity, vh is the horizontal velocity, and vv is the vertical
velocity, which is usually small and used to estimate uphill and
downhill motion. Then we use EKF with this model for the state
estimation.

To combine environmental information for target prediction,
given the estimated current states, we use a kinodynamic motion
primitive method considering collision. Given a prediction du-
ration, by expanding motion primitives using the constant turn
rate and acceleration (CTRA) model [46] under different control
inputs with a time stepΔt, we choose the collision-free one with
the least control effort. Expanding until the prediction duration
is reached, we obtain the predicted trajectory �(t) ∈ R3 with
yaw angle θ(t) ∈ SO(2) and a series of corresponding discrete
target positions denoted as

Ψ = {�k = �(kΔt) | k = [0, 1, . . . ,M ]} . (5)

D. Geometric Model

To avoid collision with the perching surface, we model the
underside of a symmetric quadrotor as a disc, shown in Fig. 3,
denoted by

C =
{
x = RBr̄u+ o

∣∣∣ ‖u‖ ≤ 1,u ∈ R2,x ∈ R3

}
(6)

whereB = (e1, e2) ∈ R3×2 and r̄ denotes the radius of the disc.
We use �̄ to denote the thickness of the centroid of the quadrotor
to the bottom. Thus, the center of the disc o = p− �̄zb, where
zb is the normal vector corresponding to the z-axis of the body
frame.

We assume that the estimated position and yaw angle of the
moving platform is denoted as � and θ, and the normal vectors
corresponding to the perching surface frame are denoted by
xs,ys, and zs. Therefore, the feasible half-space divided by
the perching surface is written as

P =
{
hTx ≤ b

∣∣∣x ∈ R3

}
(7)

where h = −zs, b = hT�, and zs = Rz(θ)z̄s, where Rz(θ) ∈
SO(3) represents the basic rotation by angle θ around ego z-axis,
and z̄s is the current normal vector obtained by detection. The
other normal vectors can be similarly calculated.

IV. VISIBILITY-AWARE TRACKING PLANNING

As analyzed in Section I, planning with visibility considera-
tion is essential for conducting long-term stable target tracking.
To this end, we define several metrics to comprehensively model
visibility in this section. Observing typical tracking failures, we
can summarize that they are mainly due to observation distance
(OD), observation angle (OA), and occlusion effect (OE). In this
section, we explicitly model the above OD, OA, and OE metrics,
design their penalty functions, and derive corresponding gradi-
ents for trajectory optimization. In what follows, the drone’s
position and yaw angle are denoted as p ∈ R3 and ψ ∈ SO(2),
with the target position � ∈ R3.

A. Observation Distance Restriction

A target is expected to be observed within a proper distance
range from a drone. Since target ground platforms usually
have more aggressive horizontal motion, we separately constrain
the horizontal (δh) and vertical (δv) components of the tracking
distance with different margins

d∗� ≤ δ∗ ≤ d∗u, ∗ = {h, v} (8)

where the d� and du are the lower and upper bounds of the
optimal distance of observation. To make this metric analytically
differentiable, we design penalty functions for the OD constraint

JODv = g(dv� − δv) + g(δv − dvu) (9a)

JODh = g
(
dh� − δh

)
+ Lμ

(
δh − dhu

)
(9b)

where g(x) = max(x, 0)3 and Lμ(·) is a C2-smoothing linear
penalty function denoted by

Lμ(x) =

⎧⎨
⎩
0, x ≤ 0
(μ− x/2)(x/μ)3, 0 < x ≤ μ
x− μ/2, x > μ.

(10)

When the horizontal distance surpasses the upper bound μ, we
apply a linearly increasing penalty function Lμ(·). We choose a
more severe penalty g(·) to prevent the drone from getting the
target too close and possibly causing a collision.

B. Observation Angle Restriction

In order to keep the observation angle straight toward the
target, the expected yaw angle ψe is defined as

ψe(p,�) = atan2
(
eT2 (�− p), eT1 (�− p)

)
(11)

where ei is the ith column of I3. The cost of this term is written
as

JOA = (ψ − ψe)
2. (12)
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Fig. 4. (a) Illustration of the OE metric. The drone at position p observes the
target �. A sequence of ball-shaped areas in blue are used to approximate the
confident FoV expected to be obstacle-free. (b) Example of the two decompo-
sition parts of the negative FOE ’s gradient, driving the drone to move toward
obstacle-free areas and adjust the tracking distance elastically. (c) Drone moves
toward obstacle-free areas for less occlusion probability. (d) Drone adjusts the
tracking distance in obstacle-rich areas for less occlusion probability.

Note that the drone could adjust both its position and yaw angle
to reach ψe. The gradient of JOA affects both p and ψ. Here,
we present the gradient w.r.t. p written as 1

∂JOA

∂p
=

[
∂JOA

∂px
,
∂JOA

∂py
, 0

]T
(13)

where

∂JOA

∂px
=

2 (ψ − ψe)

(eT1 (p− �))2 + (eT2 (p− �))2
· eT2 (p− �). (14)

∂JOA/∂py can be calculated similarly.

C. Elastic Occlusion Effect Avoidance

Complex environments increase the possibility of occlusion
during tracking, easily causing target loss. Considering the
conical FoV and arbitrarily shaped obstacles, we formulate the
OE metric as follows. As shown in Fig. 4(a), the confident FoV
embedded in the real FoV represents the region that is expected
TO BE obstacle-free around the line of sight. To formulate ana-
lytically, we approximate the confident FoV with a sequence of
ball-shaped areas {B1,B2, . . .,BM}, whereM is the number of
the areas. For each ball, its center ci and radius ri are calculated
by

ci = p+ λi(�− p) (15)

ri = ρ · λi · ‖p− �‖ (16)

where λi = i/M ∈ [0, 1], and ρ is a constant determined by the
size of the confident FoV. Then we guarantee OE analytically

1Note that we adopt the denominator layout for gradients in this article.

by forcing constraint

ri < Ξ(ci) (17)

for each ball-shaped area, whereΞ(ci) : R3 → R is the distance
between ci and its closest obstacle, which is obtained from
Euclidean signed distance field (ESDF). Then, the OE cost is
concisely written as

JOE =

M∑
i=1

g(FOE(p)) (18a)

FOE(p) = ri − Ξ(ci). (18b)

The gradient of FOE can be written as

∂FOE

∂p
= ρλi ·

∂d

∂p
− (1− λi)

∂Ξ(ci)

∂ci
(19)

where d = ‖p− �‖, and ∂Ξ(ci)/∂ci is obtained from ESDF.
To further analyze the metric, an example of the gradient

of FOE is presented in Fig. 4(b). As the two directions of
the decomposition parts of −∂FOE/∂p shown, the OE metric
can not only make the drone move toward obstacle-free areas
[see Fig. 4(c)] but also adjust the tracking distance elastically
according to the environment [see Fig. 4(d)]. Both of the two
actions can prevent occlusion, especially when a target moves in
obstacle-rich regions shown in Fig. 4(d), with a small positional
adjustment margin, getting closer to the target is a reasonable
way. Such characteristic is further demonstrated in simulation
experiments in Section VII-B.

V. AGGRESSIVE AND FLEXIBLE PERCHING PLANNING

To smoothly attach to the perching surface, it is essential to
get a full-state alignment at the contact moment, with safety, dy-
namic feasibility, and continuous target observation guaranteed.
To this end, in this section, we detail the specific constraints
involving the above factors for aggressive and flexible perching
planning. In what follows, the position trajectory of the drone
and the target are denoted as p ∈ R3 and � ∈ R3, respectively.
The attitude quaternion of the quadrotor is denoted as q ∈ S3.

A. SE(3) Collision Avoidance

Considering the geometry of a quadrotor, adjusting its attitude
is critical for collision avoidance with the perching surface,
necessitating SE(3) trajectory planning. Given the description
of C (6) and P (7), to avoid the quadrotor having intersection of
the surface, the SE(3) collision avoidance constraint is written
as

C ⊂ P (20)

which is equivalent to

hT (RBr̄u+ o)− b ≤ 0 (21a)

sup
‖u‖≤1

hT (RBr̄u) + hTo− b ≤ 0 (21b)

r̄‖BTRTh‖+ hTo− b ≤ 0. (21c)

Since we are utilizing the flat output z as the state representation,
we should first recoverR fromz before computing the constraint
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(21c). First, the mass-normalized net thrust can be directly
obtained from the trajectory

τ = p(2) + ḡe3. (22)

Then, since the z-axis of the body frame zb is aligned with the
direction of the mass-normalized net thrust according to the
simplified dynamics [45], we can obtain

zb = τ/‖τ‖2. (23)

To recover R from zb, denoting that zb = [az, bz, cz]
T , we

utilize an efficient mapping according to Hopf fibration [47],
which is written as

qabc =
1√

2(cz + 1)

⎛
⎜⎜⎝
cz + 1
−bz
az
0

⎞
⎟⎟⎠ (24)

where the unit quaternion qabc satisfies R(qabc)e3 = zb. Since
this collision avoidance metric is independent of the yaw an-
gle ψ, the rotation of the quadrotor can be obtained by R =
R(qabc). Adopting this differential flatness with Hopf fibration
can reduce computation and reduce the singularities to the best
case possible. Finally, we can easily calculate BTRT in (21c)
through zb

BTRT =

⎛
⎝1− a2

z

cz+1 − azbz
cz+1 −az

− azbz
cz+1 1− b2z

cz+1 −bz

⎞
⎠ . (25)

However, the constraint (21c) should only be activated when
‖p− �‖ ≤ d̄, that is, the drone is close to the platform. This con-
stitutes a mixed-integer nonlinear programming problem. Here,
we design a smoothed logistic function Lε(·) to incorporate the
integer variable into our NLP, which is denoted by

Lε(x) =

⎧⎪⎪⎨
⎪⎪⎩

0, x ≤ −ε
1

2ε4 (x+ ε)3(ε− x), −ε < x ≤ 0
1

2ε4 (x− ε)3(ε+ x) + 1, 0 < x ≤ ε
1, x > ε

(26)

where ε is a tunable positive parameter. Then the penalty function
of collision avoidance can be written as

Jc = Lε (Fd̄) · Lμ (Fc) (27)

where Fd̄ and Fc are denoted by

Fd̄ = ‖p− �‖2 − d̄2 (28a)

Fc = r̄‖BTRTh‖+ hTo− b. (28b)

Additionally, to limit the drone within a safe relative height
range and prevent the drone from hitting the ground, we define
a relative height cost JΔz written as

JΔz = Lμ (zmin −Δz) + Lμ (Δz − zmax) (29)

where relative height Δz = eT3 (p− �), zmin and zmax are the
expected minimum and maximum relative heights.

B. Image Space Pixel-Level Perception Enhancement

For accurate perching, high-quality observation is a fun-
damental factor. With a visual tag that remarks the perching

Fig. 5. Illustration of the perception distance range selection function with a
front camera. The perception metric is only activated within the setting range
[d̄min, d̄max]. Overly constraining at a close relative distance can lead to violations
of terminal attitude constraints.

position, the quadrotor is expected to keep it central in the
camera image. Denoting the tag position that coincided with the
perching position in the world frame as w�, we first transform
it to the camera frame

b� = R(bwq)(
w�− p) (30a)

c� = R(cbq)(
b�− c

bt) (30b)

where we denote index w as world frame, c as camera frame,
and b as body frame. c

bq and c
bt are the rotation quaternion and

the translation between the body frame and the camera frame,
respectively. b

wq is the rotation quaternion between the world
frame and the body frame.

Using the pinhole camera model, the tag position in the
camera frame, with the center of the image as the origin, can
be written as [

uc
vc

]
=

[
fx

c�x/
c�z

fy
c�y/

c�z

]
(31)

where fx, fy are the known camera intrinsics. Excessive con-
straints at a far distance limit the spatial freedom of trajectories,
while overly constraining at a close distance might lead to
violations of terminal attitude constraints, as shown in Fig. 5.
Therefore, perception constraint should be activated only when
the drone is within [d̄min, d̄max] distance range from the perching
surface, introducing mix-integer programming problem. We still
resort toLε(·) defined in (26) to incorporate the integer variable.
Then, the penalty function of tag perception is written as

Jp = Lε

(
Fd̄min

)
· Lε

(
Fd̄max

)
· Fp (32)

where Fp, Fd̄min
, and Fd̄max

are denoted by

Fp = u2c + v2c (33a)

Fd̄min
= ‖p− w�‖2 − �d2min (33b)

Fd̄max
= �d2max − ‖p− w�‖2. (33c)

As Fp implies, the drone position p and attitude q jointly affect
the perception quality. But the coupled attitude and motion of
the quadrotor further hinder perception enhancement, as shown
in Fig. 6. To address the problem, we provide the gradients of
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Fig. 6. For perception enhancement, the target is expected to be locked
centrally in the image space. Since the motion and view attitude of a quadrotor
are coupled, during acceleration or deceleration, the quadrotor needs to jointly
adjust its attitude and position as shown to guarantee the perception quality.

Fp w.r.t. p and q here, and optimize the trajectory in quadrotor
flat-output space in latter Section VI-B. The gradient w.r.t. p is
written as

∂Fp

∂p
=
∂c�

∂p

∂Fp

∂c�
(34)

where ∂c�
∂p = −(cbR · bwR)T . Moreover, the gradient w.r.t. the

drone’s attitude quaternion can be written as

∂Fp

∂wb q
=

(
∂b�

∂bwq

∂c�

∂b�

∂Fp

∂c�

)−1
(35)

where ∂b�
∂b
wq

is the jacobian matrix of a quaternion rotation

w.r.t the quaternion, ∂c�
∂b�

= b
cR, and (·)−1 is the inversion of

quaternion. The gradient w.r.t. attitude quaternion can be further
transformed to gradients w.r.t. the flat-output states of the drone
according to [47].

C. Actuator Constraints

To ensure dynamic feasibility during agile flight, we constrain
the quadrotor’s thrust and angular velocity within a reasonable
range. First, the mass-normalized net thrust calculated by (22)
is bounded as

τmin ≤ ‖τ‖ ≤ τmax (36)

which can be constrained by constructing such a penalty function

Jτ = Lμ(‖τ‖2 − τ2max) + Lμ(τ
2
min − ‖τ‖2). (37)

Second, the limitation of body rate ω = [ωx, ωy, ωz]
T = RT Ṙ

can also be constrained by penalty function

Jω = Lμ

(
‖ωxy‖2 − ω2

xy,max

)
(38)

+ Lμ

(
‖ωz‖2 − ω2

z,max

)
(39)

where ωxy = [ωx, ωy]
T , ωxy,max is the x–y body axis maximum

angular velocity and ωz,max is the z-axis part. To reduce singu-
larities and simplify calculation, we enforce the constraint with
Hopf fibration angle velocity decompose [47]

‖ωxy‖2 = ω2
x + ω2

y = ‖żb‖ (40)

where żb is calculated by

żb = fDN (τ )p(3) (41)

where p(3) represents the jerk of the drone on the trajectory, and
fDN (·) is given by

fDN (x) =

(
I3 −

xxT

xTx

)
/‖x‖2. (42)

Since the yaw angle ψ changes a little while perching, we
approximately adopt ωz = ψ̇.

D. Flexible Terminal Adjustment

To attach to the moving perching platform quickly and
smoothly, the quadrotor should align its terminal states with
the perching surface at a proper moment. During trajectory opti-
mization, the temporal profile is affected by the above dynamics,
safety constraints, and the time regularization introduced later
in Section VI-B, determining the contact moment. As the flight
duration changes, the desired terminal states of the quadrotor
vary due to the motion of the perching surface. To flexibly
synchronize the quadrotor’s position, velocity, and attitude with
the time-varying states of the perching surface, we formulate the
terminal constraints of the drone trajectory as a function of the
predicted target trajectory as follows.

At the contact moment, which corresponds to the end of the
perching trajectory, the quadrotor should exactly coincide with
the perching pose

p(T ) = �(T )− l̄zs(T ) (43)

where T is the trajectory duration. Additionally, we expect the
heading of the quadrotor to coincide with the estimated target’s
heading

ψ(T ) = θ(T ). (44)

Ideally, the drone needs to stay relatively still from the target

p(1)(T ) = �(1)(T )− v̄nzs(T ) (45)

where p(1) and �(1) are the velocity trajectory of the drone
and the target, v̄n is a preset small normal relative speed that
helps the drone to stick to the perching surface at the end. How-
ever, the hard constraints of the relative end state may conflict
with either the safety or the actuator constraints, as shown in
Fig. 7. The conflicting constraints will result in no feasible
trajectories. Moreover, considering the observation error, the
strict terminal velocity constraint may lead to attitude shaking.
Therefore, we relax the end velocity constraint by adding the
tangential relative speed ν = [νx, νy]

T ∈ R2 as a new variable
to be optimized into (45)

p(1)(T ) = �(1)(T ) + δv(T ) (46a)

δv(T ) = [νxxs(T ), νyys(T ),−v̄nzs(T )]T (46b)

where νx and νy are the relative speed along the direction of xs

and ys, respectively. We minimize the tangential relative speed
by introducing a regulation term

Jν = ‖ν‖2. (47)
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Fig. 7. Optimized perching trajectories for 1.5 rad terminal at-
titude with different tangential relative speeds along xs: νx =
{−1.0,−0.5, 0.0, 0.5, 1.0} (m/s). This instance shows the relative end
speed constraint can conflict with safety and actuator constraints. (a) With a
hard actuator constraint, trajectories with νx = {0.0, 0.5, 1.0} (m/s) violate
the safety constraint and hit the ground (z = 0). (b) With a hard safety
constraint, trajectories with νx = {0.0, 0.5, 1.0} (m/s) violate the actuator
constraint ωmax = 3 rad/s. Hence, it is necessary to optimize the tangential
relative velocity ν to simultaneously satisfy safety and actuator constraints.

For attitude alignment, the z-axis of the drone body frame should
coincide with the normal vector of the perching surface

zb(T ) = zs(T ) (48)

which is equivalent to

τ (T )/‖τ (T )‖2 = zs(T ). (49)

To deal with the coupled motion and attitude of the quadrotor, we
transform the attitude constraint to the final accelerationp(2)(T )
in flat-out space. Considering this constraint and the thrust limit
for terminal states, we design a transformation

p(2)(T ) = τe · zs(T )− ḡe3 (50a)

τe = τm + τr · sin(τf ) (50b)

where τm = (τmax + τmin)/2 and τr = (τmax − τmin)/2. By in-
troducing a new variable τf ∈ R, the terminal thrust τe is limited
within [τmin, τmax] implicitly. The terminal attitude constraint is
eliminated by this transformation.

As for terminal jerk, since it is related to the terminal angular
velocity according to (41), we should set the final jerkp(3)(T ) =
0 to make the relative angular velocity of the robot small when it
touches the surface. Finally, the above terminal state constraints
are collectively written as

z[s−1](T ) = F (�(T )). (51)

VI. SPATIAL-TEMPORAL TRAJECTORY OPTIMIZATION

A. Occlusion-Aware Path Finding

To provide a reasonable initial path for tracking trajectory op-
timization, we design an occlusion-aware path-finding method

Fig. 8. Illustration of the occlusion-aware multigoal path-finding method.

Algorithm 1: Visibility-aware Tracking Trajectory Genera-
tion.

Notation: target trajectory �(t) and corresponding series
Ψ = [�1, . . .,�K ], current state z, desired tracking
distance d̄, viewpoint series V, tracking trajectory T;

1: V.clear; Path.clear;
2: v1 = z;
3: for i = 2 to K do
4: Rayi−1 = �i−1 − vi−1;
5: Traji−1 ← TrajSegment(�(t),�i−1,�i);
6: for sj on Rayi−1 and Traji−1 do
7: if CheckRay(sj , �i) then
8: sres = sj ;
9: break;

10: end if
11: end for
12: Diri = sres − �i;
13: vi ← Extend(sres, Diri, d̄);
14: V.push_back(vi);
15: Path.push_back(SearchPath(vi−1,vi));
16: end for
17: T← TrackingTrajOpt(Path, Ψ, V);
18: Return T;

that considers both tracking distance and occlusion. Given the
target predicted trajectory �(t) and corresponding target series
Ψ = [�1, . . .,�K ] by (5), the path-finding method is aimed at
offering a viewpoint series V = [v1, . . .,vK ] corresponding to
Ψ and a path connecting all viewpoints V for subsequent tra-
jectory optimization. The whole tracking trajectory generation
algorithm is listed as Algorithm 1.

Considering efficiency, we use the greedy method, decoupling
the whole path-finding problem into smaller multigoal path-
searching problems. As an example shown in Fig. 8(a) (i = 2
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in this example), given the last viewpoint vi−1 and target point
�i−1, we first traverse the ray from vi−1 to �i−1 to get sample
points. Then we check the line-of-sight from the sample point
sj to the current target point �i in function CheckRay(), and
select the first no-occlusion one as sres (Lines 4–11). To keep
the expected tracking distance, as shown in Fig. 8(b), we then
extend sres along �isres in function Extend(), until the length
of vi�i equals to the expected tracking distance d̄ or reach an
obstacle (Lines 12–13). If no valid sample point on the ray, we
continue sample points on the target trajectory segment between
�i−1 to �i, which is obtained by the function TrajSegment().
An example is shown in Fig. 8(c) (i = 3 in this example).
Thus, we obtain an occlusion-free viewpoint and simply use
A	 algorithm on the grid map to obtain the path from vi−1 to vi

in function SearchPath() (Line 15). Subsequent viewpoints
can be iteratively found. The found path and viewpoints set are
used for later tracking trajectory optimization (Line 17).

B. Trajectory Optimization Problem Formulation

Here, we present the general trajectory optimization formula-
tion, and the detailed design for specific stages of tracking and
perching is described in Sections VI-E and VI-F, respectively.
We use the M -piece polynomial to represent the piecewise
flat-output trajectory z(t). T = (T1, . . . , TM )T ∈ RM

>0 are the
durations of each piece, andc = (cT1 , . . . , c

T
M )T ∈ R(N+1)×4M

are the coefficient matrices of each piece. Then, the ith piece is
an N -degree polynomial

zi(t) = cTi β(t) ∀t ∈ [0, Ti] (52)

where β(t) = [t0, t1, . . . , tN ]T is the natural basis. The trajec-
tory optimization problem can be formulated as follows:

min
c,T
JE =

∫ T

0

‖z(s)(t)‖2dt+ ρT (53a)

s.t. T ≥ T� (53b)

z[s−1](0) = z̄0 (53c)

z[s−1](T ) = F (�(T )) (53d)

G(z[s−1](t),�(t)) 
 0 ∀t ∈ [0, T ] (53e)

H(z[s−1](t),�(t)) 
 0 ∀t ∈ T (53f)

where T =
∑M

i=1 Ti, cost function (53a) tradeoffs the smooth-
ness and aggressiveness, and ρ is the time regularization pa-
rameter. Equation (53b) guarantees the entire duration greater
than the lower bound T�. Equations (53c) and (53d) are the
boundary conditions. Equation (53c) guarantees the trajectory
starting from initial state z̄0 = {z0, . . ., z(s−1)0 }. Equation (53d),
which is explained in Section V-D, constrains the final state
determined by the predicted target trajectory. For different tra-
jectory requirements, we design different additional constraints:
(53e) are the inequality constraints that are continuously forced
on the entire time, and (53f) are the inequality constraints that
are discretely forced on the specific time series T . The discrete-
time constraints are designed to ensure consistency with the
discrete results of the path-finding method.

To deform the spatial and temporal profiles of the trajectory
during optimization efficiently, we adopt TMINCO [48], a state-
of-the-art minimum control effort polynomial trajectory class.
MINCO efficiently conducts spatiotemporal deformation of the
M-piece flat-output trajectory z(t) by decoupling the space and
time parameters with a linear-complexity mapping

z(t) =Mm,T(t) (54)

where T ∈ RM
>0 are the durations defined as aforemention and

m = (m1, . . . ,mM−1)
T ∈ R4×(M−1) are the adjacent inter-

mediate points between connected pieces. The s-order Ts
MINCO

consisting of (2s− 1)-degree polynomials can represent an
s-integrator chain dynamics system. Furthermore, MINCO is
advanced in converting {m,T} to {c,T} by the parameter
mapping c = C(m,T) with linear time and space complexity
via banded PLU factorization. Meanwhile, the gradients for
{c,T} are also propagated to MINCO parameters {m,T} in
linear time. We refer readers to [48] for more details.

To solve the continuous constrained optimization problem
conveniently, we convert it to an unconstrained optimization
problem. All kinds of equality constraints are implicitly satisfied
by using the variable of MINCO for optimization. To eliminate
the inequality constraints (53e)–(53f), we use penalty func-
tion method introduced in Section VI-C. We adopt appropriate
penalty weights and a fast postoptimization check for safety
and dynamic feasibility to prevent unreasonable inequality con-
straint violations. The temporal constraint (53b) is eliminated
by diffeomorphic variable substitution, which is introduced in
Section VI-D. Finally, (53) is transformed to an unconstrained
optimization problem written as

min
m,T
JE +

∫ T

0

JGdt+
∑
t∈T
JH (55)

whereJG is the continuous-time penalty function corresponding
to (53e), and JH is the discrete-time penalty function corre-
sponding to (53f).

C. Inequality Constraints Elimination

Inspired by the constraint transcription method [49], the in-
equality constraints (53e) and (53f) are formulated into penalty
functions.

1) Continuous Relative-Time Penalty: For the constraint
(53e) forced over the entire continuous trajectory, the derivatives
between pieces are independent of each other. We transform
them into finite constraints via the integral of constraint viola-
tion, which is further transformed into the penalized sampled
function JI

JI =
∫ T

0

JGdt =
M∑
i=1

Ii (56a)

Ii =
Ti
κi

κi∑
j=0

ω̄jJG
(
z
[s−1]
i (ti),�(ti)

)
(56b)

where κi is the sample number, (ω̄0, ω̄1, . . . , ω̄κi−1, ω̄κi
) =

(1/2, 1, . . . , 1, 1/2) are the quadrature coefficients following
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the trapezoidal rule [50], and ti =
j
κi
Ti. Then the gradient of

Ii w.r.t. c and T can be easily derived

∂JI
∂ci

=
Ti
κi

κi∑
j=0

(
ω̄j
∂JG
∂ci

)
(57a)

∂JI
∂Ti

=
Ii
Ti

+
Ti
κi

κi∑
j=0

(
ω̄j

j

κi

∂JG
∂ti

)
. (57b)

For ∂JG/∂ci, the total derivative of it is written as

∂JG
∂ci

=

s−1∑
k=0

β(k) ∂JG
∂z

(k)
i

. (58)

Similar for ∂JG/∂ti that can be written as

∂JG
∂ti

=
s−1∑
k=0

z
(k+1)
i

∂JG
∂z

(k)
i

+ �̇
∂JG
∂�

+ θ̇
∂JG
∂θ

. (59)

2) Discrete Absolute-Time Penalty: To ensure consistency
with the discrete results of the path-finding method, we formu-
late the corresponding constraint (53f) forced on the trajectory
over specific discrete moments. The cost of a piece of the
trajectory at a discrete moment will be affected by the duration
changes of the former pieces. For a state z(tk), assume that tk is
an absolute moment on the jth piece of the trajectory zj(t), the
relative time tr = (tk −

∑j−1
i=1 Ti) on zj(t) is within the range

j−1∑
i=1

Ti ≤ tk ≤
j∑

i=1

Ti. (60)

With the denotation of JD =
∑

t∈T JH in (55), the gradients of
JD w.r.t. c and T can be evaluated as

∂JD
∂ci

=

{∑s−1
k=0 β

(k) (tr) ∂JD/∂z(k)i , i = j
0, i �= j

(61a)

∂JD
∂Ti

=

{∑s−1
k=0−z

(k+1)
i (tr) ∂JD/∂z(k)i , i < j

0, i ≥ j. (61b)

Then, the problem of calculating gradients w.r.t c and T is
further transformed into taking the gradients w.r.t the drone’s
flat-output states and their derivatives z[s−1].

D. Temporal Constraints Elimination

Time slack constraint (53b) can be written as

M∑
i=1

Ti ≥ T�. (62)

We denote ς = (ς1, . . . , ςM ) ∈ RM as new variables to be opti-
mized and use the transformation

TΣ = Tl + ς2M (63a)

Ti =
eςi

1 +
∑M−1

j=1 eςj
TΣ, 1 ≤ i < M (63b)

TM = TΣ −
M−1∑
i=1

Ti. (63c)

The temporal constraints are eliminated by such substitution.
Especially, when T� = 0, we use a simpler transformation T =
eς to eliminate the constraint (53b). Since the zero duration is
invalid, here, constraint (53b) is changed to T > T�.

E. Tracking Constraints Formulation

For trajectory optimization for tracking, we adopt T3
MINCO

to represent position trajectory and T2
MINCO to represent yaw

trajectory, guaranteeing sufficient optimization freedom. The
differentiable visibility metrics have been presented in Sec-
tion IV, and the constraints for tracking are further clarified
here. Since the front end offers discrete drone and target series,
the corresponding visibility costs forced at specific times are dis-
crete absolute-time penalties. Then, the continuous relative-time
and discrete absolute-time penalties are listed as

JG = λG [Jo,Jv,Ja]T (64a)

JH = λH [JOD,JOA,JOE ]
T (64b)

where λG and λH are preset weight vectors. JOD is the ob-
servation distance penalty function defined as (9), JOA is the
observation angle part defined as (12), andJOE is the occlusion
effect avoidance part defined as (18). In addition, Jo is obstacle
avoidance cost defined as

Jo(t) = g(d2thr − Ξ(p(t))2) (65)

where dthr is the safety threshold, and Ξ(·) is the distance to
the closest obstacle obtained from ESDF. Jv,Ja are dynamic
feasibility costs

Jv(t) = g(‖p(1)(t)‖2 − v2max) (66)

Ja(t) = g(‖p(2)(t)‖2 − a2max) (67)

where vmax and amax are the maximum velocity and accelera-
tion, respectively. For temporal constraint (53b), the duration of
tracking trajectory should be equal to the prediction duration
of the target motion Tp, ideally. However, enforcing the drone
to reach the final states in a fixed duration may cause dynamic
infeasibility, for instance, when the target moves faster than the
drone. Therefore, we make a time slack T ≥ Tp. For the final
state constraint (53d), we fix it to the last viewpoint vK . For
trajectory initialization, the initial guess of m is obtained by
sampling on the path provided by the occlusion-aware path-
finding method, and the initial Ti = Tp/M .

F. Perching Constraints Formulation

For trajectory optimization for perching, we adopt T4
MINCO

to represent position trajectory and T2
MINCO to represent yaw

trajectory. When perching, it is necessary to force the terminal
angular velocity to be 0, and T4

MINCO is the lowest order MINCO
supporting to constrain the terminal angular velocity [48]. With
the initial time set as Ti = ‖p− �‖/vmax, a boundary value
problem is solved to obtain the initial guess of m. Then, we
summarize the penalty functions as

JG = λG [Jc,Jp,Jω,Jτ ,JΔz,Jν ]T (68a)
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TABLE I
PARAMETERS SETTING FOR TRACKING SIMULATIONS

Fig. 9. Illustration of the occlusion criterion Docc, which denotes the closest
possible occluding obstacle. Lp is the projected plane crossing the target. Only
obstacles on the camera image between the drone and Lp are recorded.

where Jc is collision avoidance cost defined in (27), Jp is
perception cost defined in (32). Jω,Jτ are dynamic feasibility
cost defined in (38) and (37), JΔz is relative height cost defined
in (29), Jν is the regulation for tangential relative speed defined
in (47). For temporal constraint (53b), the low bound is set to
T� = 0.

VII. SIMULATION AND BENCHMARK

In this section, we conduct extensive simulations to validate
the performance of our tracking and perching planning methods.
As for benchmarks, cutting-edge works [18], [20], [21], [40],
[41] in the tracking and perching fields are selected. All the
simulations run on an Intel Core i5-9400F CPU with GeForce
GTX 2060 GPU.

A. General Comparison of Visibility-Aware Tracking

We benchmark our method with the work of Jeon et al. [20]
and Ji et al.’s Elastic-Tracker [21], which both consider the
target’s visibility. To further demonstrate the importance of visi-
bility awareness, we also compare with Han’s Fast-Tracker [18]
without visibility consideration. These works are all open source
and have not been modified. To compare the tracking perfor-
mance fairly, we set the same parameters as listed in Table I
with the same target trajectory. To compare the capability of
occlusion avoidance, since the drone obtains target information
directly from camera images, we record the projected distance
between the target and the closest possible occluding obstacle
(Docc). The occlusion criterion is shown in Fig. 9.

We test all four methods in the same simulation environment
as Elastic-Tracker. Since obstacle density has a significant im-
pact on tracking performance, we test in scenarios with different
obstacle densities. The sparse, medium, and dense density cor-
respond to 6, 5, and 4m average obstacle spacing, respectively.
During tracking, we count the target positions projected to x–y
plane in the tracking quadrotor’s FoV. In Fig. 10(a), the heat
map shows the distribution of the target positions, relative to

TABLE II
COMPUTATION TIME COMPARISON BETWEEN TRACKING METHODS

the tracking drone. Our method and Elastic-Tracker can both
keep the target in the proper position of the FoV. Fig. 10(b) shows
the distribution ofDocc. Since the main failures for Fast-Tracker
are caused by tracking too close to the target or letting the target
out of FoV, making the Docc criterion meaningless, we do not
include it in Fig. 10(b). Our method results in larger Docc in
all obstacle densities and is more effective at avoiding potential
occlusion.

Furthermore, we record the failure reasons during tracking.
Once the target is out of FoV, too near to the target, or oc-
cluded by obstacles, a failure is recorded. The failure reasons
in the dense obstacle scene are counted in Fig. 10(c). We also
benchmark the computation time, including path finding and
trajectory optimization parts, as shown in Table II. Fast-Tracker
consumes less time for trajectory optimization since it ignores
visibility, resulting in more failures. In comparison, our proposed
method consumes a much lower total computation budget, due
to our lightweight path-finding method and concise metrics for
trajectory optimization.

B. Case Study of Visibility-Aware Tracking

To better demonstrate and compare the tracking performance
of different methods, we set up a representative scenario and
present the whole process of tracking in Fig. 11. The parameter
setting is the same as in Section VII-A. Docc and the tracking
distance are shown for all four methods. The occluded moments
are indicated by the red lines connecting the drone and the target,
and also correspond to the red background in the Docc curve.
For Fast-Tracker, due to the lack of visibility consideration, the
quadrotor consistently follows the target closely. In the event
of a sudden target turn, the drone often fails to adjust quickly,
resulting in the target escaping from the FoV, as the moment
shown in Fig. 11(a). As shown in Fig. 11(b), Jeon’s method
results in multiple occlusion moments and a less smooth trajec-
tory, since the sequential graph-search-based path planner and
smooth planner fail to jointly optimize visibility and smoothness
and lack temporal optimization. As shown in Fig. 11(c), because
Elastic-Tracker handles visibility by generating 2-D visible fans
at a certain height, it fails to adjust visibility against the 3-D
obstacle, which in this case is a two-layer instance. More impor-
tantly, when passing obstacle-rich areas, our method can adjust
tracking distance elastically to reduce occlusion probability, as
highlighted in green in Fig. 11(d). Especially when tracking
the target passing the narrow gap, the drone with our method
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Fig. 10. (a) Comparison of the distribution heat map of the target position relative to the tracking quadrotor. The red sector represents the FoV of the drone.
(b) Violin graph presenting a comparison of the distribution of the closest possible occluding obstacle on the image plane (Docc) under different obstacle densities.
(c) Failure reasons including out of view, too near (distance less than 1m), occluded by obstacles.

TABLE III
PARAMETERS SETTING FOR PERCHING SIMULATIONS

deployed elastically reduced the tracking distance to 4 m and
avoid occlusion successfully. Consequently, our method shows
reasonable visibility adjustment and has better performance at
avoiding occlusion, due to the comprehensive and effective 3-D
visibility metrics.

C. Perching Benchmark

We benchmark our perching method with the state-of-
the-art perching methods proposed by Mao et al. [40] and
Paneque et al. [41], which both consider visibility during perch-
ing. Paneque formulates a constrained discrete-time NLP prob-
lem and solves it using ForcesPRO [51]. They model the inputs
of the system as the desired constant thrust derivatives and
control each rotor thrust directly. To compare fairly, we constrain
the thrust to be the same as ours so that the dynamics model
of Paneque’s and ours are similar. Since this work focuses on
the perception of powerlines, we replace its perception cost
with ours to compare fairly. Mao formulates a QP problem to
constrain the terminal state and velocity bound. They increase
the trajectories’ time iteratively and recursively solve the QP
problem until the thrust constraint is satisfied. We use the open-
source code of Paneque’s work and reimplement Mao’s work,
which is not open-source but not difficult to implement with the
QP formulation. In the comparison, the terminal pitch angle is
set to π/2 rad, and the trajectories are required to be rest-to-rest.
The parameters of the drone are listed in Table III.

TABLE IV
COMPUTATION TIME COMPARISON BETWEEN PERCHING METHODS

We compare both the trajectory quality and computation time
of these methods, the results are presented in Fig. 12 and Ta-
ble IV. Paneque’s and our method successfully generate perch-
ing trajectories satisfying actuator and visibility constraints.
Nevertheless, Paneque’s method consumes much more compu-
tation time than ours, since a complex discrete-time multiple-
shooting NLP problem formulation. Adopting MINCO, our
method can optimize trajectories in the low-dimension flat-
output space with high efficiency and can achieve real-time
replanning during agile flight. Moreover, due to the finite discrete
resolution, its thrusts and body rates are less smooth than ours.
As shown in Fig. 13, Mao’s method fails to guarantee dynamic
feasibility even after sufficient iterations, which double the du-
ration without providing any relief. Mao’s method ignores that
dynamic feasibility is affected by not only the temporal profile
but also the spatial profile. As a result, its strategy narrows the
solution space, leading to no solutions under such tight actuator
constraints. Moreover, Mao’s computation time depends on both
initial duration and time sampling resolution. Thus, for Mao’s
(A), we set a better initial duration of 1.5 s and a coarser
resolution 0.1 s, while for Mao’s (B), a worse initial duration
1.0 s and a finer resolution 0.05 s are set. The results indicate that
the computation time of Mao’s method greatly increases with a
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Fig. 11. Case study of visibility-aware tracking. Trajectories of the drone and the target, and the lines connecting their positions at the corresponding time are
presented. The red lines show the occlusion moments. The Docc and the tracking distance are shown for all four methods. We choose 0.3 m as the threshold at
which the occlusion is likely to occur. An out-of-FoV failure of Fast-Tracker is shown in (a). (c) Shows that elastic-tracker fails to adjust visibility against the
3-D obstacle due to its pseudo-3-D visibility metric. (d) Shows that our method has no occlusion and out-of-FoV situations, and can adjust the relative distance
elastically according to the environment.

worse initial value and a finer resolution. In comparison, our
proposed method demonstrates high efficiency without greatly
sacrificing the optimality of solutions.

Furthermore, we compare the capability of our perching plan-
ner with Paneuqe’s planner, Mao’s planner, and our previous
planner [10]. The result is summarized in Table V. Both Pa-
neuqe’s and Mao’s methods can only handle static targets. While
ours can simultaneously handle collision avoidance, dynamic
feasibility, and visibility constraints, and generate perching tra-
jectories toward a moving target with a low computation budget.
To further demonstrate our capability for adapting dynamic tar-
gets, Fig. 14 presents the generated trajectories for perching on
moving targets with different speeds. Balanced aggressiveness
and dynamic feasibility, our method drives the quadrotor perch
on the target at proper contact moments. With different contact

TABLE V
CAPABILITY COMPARISON BETWEEN PERCHING METHODS

moments and different terminal states, the quadrotor could still
get full-state synchronization with the perching surface, present-
ing flexibility.
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Fig. 12. Comparison of the trajectories generated by Paneuqe’s, Mao’s, and
our planner for perching on vertical surfaces. (a) x–z trajectory shape. (b) Angular
velocity. Mao’s method exceeds the limitation. (c) Mass-normalized net thrust.
Due to the finite discrete resolution of Paneuqe’s method, its thrusts are less
smooth than the others. (d) Target position on the u-v image space. All the
methods guarantee that the target is visible.

Fig. 13. Comparison of the angular velocity of the trajectories generated by our
method and Mao’s method. Mao’s method fails to guarantee dynamic feasibility
even after sufficient iterations to increase trajectory duration.

D. Ablation Study of the Visibility Awareness for Perching

Continuous and stable perception of targets is the foundation
for perching planning. We validate our visibility-aware approach
by comparing the perching trajectories with and without the vis-
ibility term. We use AprilTag [52] to mark the precise perching

Fig. 14. Illustration of the 3-D trajectories generated for perching on a moving
plane with different speeds. Top: 0.5 rad terminal pitch angle. Bottom: 1.5 rad
terminal pitch angle. The target’s velocity is ranged from 1.5 to 3.0m/s. The
kinematics of the target conforms to the CTRV model with ω = 0.2 rad/s.

TABLE VI
ABLATION STUDY OF THE VISIBILITY AWARENESS FOR PERCHING

position. As shown in Fig. 16, localization error increases with
the observation angle θ. The quadrotor we used has front and
down cameras for observation. Therefore, we choose the down
camera for continuous detection when the terminal attitude is
below 30◦ and the front camera when it is above 30◦. Moreover,
the decreasing error with decreasing distance also presents the
necessity of replanning.

We conduct tests under different terminal attitudes, as shown
in Fig. 15. The parameters are the same as in Section VII-C.
The expected observation range is set to d̄min = 0.2m and
d̄max = 2.0m. The orange and blue trajectories show quadrotor
maneuvers with and without visibility considerations, respec-
tively. For 0.0 and 0.5 rd terminal pitch angles, without visi-
bility consideration, the drone can only observe the target at a
short distance and a short duration. While with the perception
cost, the quadrotor can keep continuous observation within the
preset observe distance d̄max = 2.0m. For 1.5 rad pitch angle,
the visibility-aware perching can keep the target at the center
of the image space as long as possible. The observable distance
and duration before touching the target plane are summarized
in Table VI. Consequently, with our visibility-aware perching
planning, the target visibility in terms of both space and time is
dramatically improved.
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Fig. 15. Ablation study of the visibility awareness at different perching terminal angles. The quadrotor uses the down camera to observe the target at 0.0 and
0.5 rad terminal pitch angles, and the front camera for 1.5 rad terminal pitch angles. The expected observe distance is set to d̄min = 0.2m and d̄max = 2.0m. Left:
The x–z trajectory w/ and w/o perception constraint. The triangles on the x-axis represent the position when the spatial visibility changes. The target is visible on
the right side of the point. Right: The target position in the u–v image space. The target position is expected to be as close to the image’s center as possible. The
triangles on the x-axis represent the moment when the temporal visibility changes.

Fig. 16. Visual tag localization error at different distances and observation
angles θ. zd is the normal vector of the tag plane and zc is the optical axis.

VIII. REAL WORLD EXPERIMENTS

A. System Configuration

We deploy our adaptive tracking and perching scheme on a
commercial drone (DJI MAVIC3) shown in Fig. 18, with a full-
size SUV as the moving platform. Our system operates outside
the laboratory and is tested on the road, bringing it closer to real-
world applications. The drone will attempt to track and perch
on the SUV. The perching stage starts when receiving external
perching order.

The target position is obtained by the fusion of finer visual
detection and coarser nonstation differential-GPS-based relative
localization. We use the recursive visual fiducial tags [52] to
mark the precise perching position. The software implemen-
tation of our scheme is integrated into the drone’s embedded

processors, and interfaces with the existing modules to form a
complete system. The localization and mapping functionality of
the DJI MAVIC3 is retained as the foundation of the system.
After the generation of the trajectory, control instructions are
derived and transmitted to the flight controller for execution.
Software modules, estimation, perception, planning, and control
are all running onboard in real time. On the severely limited
computing platform (8× slower than simulation settings), our
planning scheme can still achieve 20Hz replanning.

B. Visibility-Aware Tracking Validation

We select two common real-world scenarios to validate the
visibility awareness of our tracking scheme. Static and moving
impediments will appear in the path of the vehicle when it moves,
stops, or turns. The drone is expected to track the vehicle without
occlusion or target loss.

1) Scenario A: L-Shape Turn: The occlusion frequently hap-
pens when the target makes turns around obstacles. In this case,
the target vehicle makes an L-shape turn, and two trucks are
parked at the bend, which could easily block the view of the
tracking drone. As shown in Fig. 17(a), due to our visibility-
aware tracking scheme, the drone actively adjusts its relative
position and keeps its FoV free of occlusion even when the
vehicle makes sudden turns near obstacles.
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Fig. 17. Real-world visibility-aware tracking validation. (a) L-shape Turn: 1© The drone tracks the SUV behind. 2© A trunk appears closely on the right. The
drone pulls left to avoid occlusion. 3© The SUV turns right along the trunk, easily causing occlusion. The drone pulls left to avoid it. 4© Constantly tracking on
the left for better visibility. (b) Bilateral staggered obstacles: 1© The SUV heading straight, truck 1 appears on the left, and the drone pulls right. 2© Trunk 2 is
approaching the target SUV from the left. 3© The SUV stops to make way for truck 2. The tracking drone keeps pulling right as truck 2 gets closer. 4© The SUV
passes truck 3, and the drone pulls left for less occlusion.

Fig. 18. Illustration of the quadrotor platform (DJI MAVIC3). The front and
bottom cameras are used for detection. The gimbal camera was not selected for
detection since its dedicated designed for photography and with high link delay.
The drone and the surface are secured with velcro after perching.

Fig. 19. Comparison with the origin DJI tracking under scenario 2. (a) Active
t function of DJI MAVIC loses the target car at the turning. (b) Our tracking
scheme enhances visibility actively, tracking successfully.

2) Scenario B: Bilateral Staggered Obstacles: While the
SUV is moving, static or dynamic trucks will appear alternately
on the left and right sides. The target vehicle will either stop or
move forward. In this experiment, not only the active adjustment
of the drone to the static surroundings is demonstrated, but also
the ability to avoid dynamic obstacles affecting the observation
line of sight. As shown in Fig. 17(b), the tracking drone main-
tains high visibility of the target SUV throughout the process.

3) Comparative Experiment: We compare our tracking
scheme with the mature commercial Active Tracking func-
tion of DJI MAVIC3 under Scenario A, as shown in Fig. 19.
When the target SUV turns right near the truck, the drone with
an active tracking is unaware of the potential occlusion and loses
the target at the turning. While our method drives the drone to
avoid the occlusion effect of the truck, and allows the drone to
continuously receive visual information of the target.

In these experiments, the drone observes the target SUV at
a certain distance with a straight-forward angle and effectively
avoids the occlusion of obstacles. Consequently, our scheme
drives the drone to maintain a stable relative state and high-
quality observation with the target.

C. High-Speed Dynamic Tracking and Perching Validation

Extensive experiments are conducted to validate dynamic
tracking and perching in multiple scenarios. The system is tested
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Fig. 20. (a) and (b) Illustration of the 15 km/h (4.2m/s) tracking and horizontal perching real-world experiment in the night scene. (b) Images obtained by the
down camera of the drone. (c)–(f) Illustration of the 30 km/s (8.3m/s) high-speed tracking and horizontal perching. (d) Position error between the drone and the
desired perching point. (e) Velocity curve of the drone and the SUV. (f) Pitch angle curve of the drone and the perching surface on the SUV.

TABLE VII
MULTIPLE SCENES REAL-WORLD EXPERIMENTS

in high-speed situations that require an efficient, robust, and
accurate tracking and perching scheme. The following tests
present the system’s high precision, system-level robustness, and
active visibility enhancement. We first test horizontal perching
in multiple scenarios. The results of the experiments are sum-
marized in Table VII. Indoor and road scenarios have good road
conditions, yet the field road provides for safe high-speed tests
but with more uneven ground causing target shaking. These
abundant scenes also demonstrate the application value. And
the multiple desire terminal attitudes with different target speeds
are also tested and summarized in Table VIII. For both tables, the
maximum and average velocity of the drone during perching are

TABLE VIII
MULTIPLE ATTITUDE DYNAMIC PERCHING EXPERIMENTS

recorded. The average target acceleration estimation shows both
real velocity changes and perception disturbance. Moreover, the
final perching errors are listed in the table. We present three
cases for more details as follows.

1) Case 1: 15 km/h Tracking and Perching at Night: In this
case, we present the visibility-aware behavior resulting from our
approach. Thanks to the spotlight on the bottom of the drone,
the bottom detection camera is adaptable to night scenes. The
visual perception range is set to [0.0m, 2.0m].

As shown in Fig. 20(a), the initial relative height is less than
2.0 m, so the drone pulls itself up to ensure the observation of
the target within the set range. Such behavior is not intentionally
designed but rather emerges automatically due to the perception
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Fig. 21. Illustration of the large attitude dynamic tracking and perching real-world experiment. (a) Snapshot of the whole process. The vehicle moves at
approximately 3.5m/s, and the perching surface is 60◦ inclined. (b) Images obtained by the front camera of the quadrotor. (c) Pitch angle of the drone and the
moving plane. (d) Velocity curve of the drone and the moving plane. (e) Thrust curve of the drone. (f) Angular velocity curve.

metric. The target tag is kept in the center of the image space as
much as possible since its initial detection, which can enhance
the target state estimation.

2) Case 2: 30 km/h High-Speed Tracking and Perching:
In this case, we conduct high-speed tracking and perching
on the top of the SUV. During the perching process, as shown
in Fig. 20(b), the SUV’s speed is 30 km/h (8.3 m/s), while the
maximum speed of the drone reaches about 10 m/s. The final
perching error on the x− y plane is 10.7 cm. The inaccuracy
is mostly caused by poor target estimating (due to detection
and system link delays) and trajectory tracking errors. The
wind and the ground effect are countered by the integrator
control. Due to the turbulence of the vehicle, the attitude of the
perching surface is shaking. The drone can obtain the plane’s
attitude during continuous observation and constantly replan,
and finally ensure the attitude alignment at the end.

3) Case 3: Large Attitude Dynamic Tracking and Perching:
In this case, we set a 60◦ inclined plane in the trunk of the SUV as
the perching surface to validate the large attitude perching abil-
ity. Fig. 21 shows the snapshot of the whole process. For the sake
of perception enhancement, the trajectory shape is similar to the
simulated one with 1.5 rad pitch angle shown in Fig. 15. During
the time interval from 3.0 to 5.7 s, the drone keeps the tag in the
center of the image space as much as possible. The angular ve-
locity and the thrust are both within the dynamic feasible region.

IX. CONCLUSION

In this article, we analyzed the core dilemmas to achieve
tracking and perching in the dynamic scenario in detail and
summarized five aspects of requirement accurately to solve

the above problems. Then we, respectively, designed metrics
to enhance visibility, guarantee safety, and dynamic feasibility
in both tracking and perching stages. To adapt to the dynamic
target state, we adjusted the terminal state of the drone accord-
ingly to achieve state alignment. High-frequency spatiotemporal
SE(3) trajectory optimization provided feasible tracking and
perching trajectories. Finally, we deployed the adaptive tracking
and perching scheme systematically on the commercial drone
with a full-size SUV as the moving platform for real-world
experiments. The results verified that our scheme was effective
and had great application value.
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